
Pragmatics, Synchronics and Energetics in Spoken Language –
an Information Theoretic Perspective

Roger K. Moore
Speech and Hearing Research Group, University of Sheffield, UK

r.k.moore@sheffield.ac.uk

A prime concern in speech-based interaction is what people say, and considerable research re-
sources have been devoted to characterising such behaviour at the traditional acoustic, phonetic,
phonological, morphological, lexical, syntactic and semantic levels of description [1]. Such
studies involve a multitude of approaches to characterising the complexity of spoken language
[2], but ‘information theory’ [3] provides a particularly powerful paradigm for a single unified
approach to measurement. For example, Coupé et al. have recently shown that all languages
have an information rate of ∼39 bps [4].

Of course, in reality, spoken language is not a fixed code with a constant information rate; what
people say is conditioned on critical causal factors such as …

a) their situated and embodied context (i.e. pragmatics),
b) the temporal evolution of events (i.e. synchronics), and
c) the level of effort that they are prepared to devote to their behaviour (i.e. energetics).

In other words, a key question in spoken language interaction is not just what people say, but
why, when and how they say it?

This paper will address these issues and speculate as to how these conditioning factors – the
pragmatic, synchronic and energetic ‘priors’ – impact on the subsequent active management of
‘information’ leading to the dynamic adaptation of behaviour in an ongoing interaction/dialogue
[5]. Examples of relevant behaviours will be presented, and how such behaviours might be
characterised from an information theoretic perspective will be discussed. In particular, each
factor will be analysed with respect to three behavioural domains [6]:

a) the physical domain of objects and actions,
b) the abstract domain of knowledge and data, and
c) the social domain of agents and relations.

Interaction in the physical and abstract domains typically involves formulaic speech acts –
‘command-and-control’ or ‘question-and-answer’ respectively – which usually conform to a
strict ‘turn-taking’ protocol for dialogue [7, 8, 9]. Interaction in the social domain involves more
fluid conversational behaviour with considerable overlap between speakers [10, 11, 12]. These
domains are not only non-mutually-exclusive, but they also point to the potential for multi-
modal interaction [13]; i.e. they emphasise the active and dynamic (re)distribution of informa-
tion across different behavioural channels as a function of the communicative context.

Finally, these issues will be addressed from the perspective of matched/mismatched interlocu-
tors, where not all of the participants are necessarily human beings [14, 15]. It will also be
emphasised that speaking and listening are not independent behaviours. Hence, there are sig-
nificant conditional dependencies influencing efficient interaction and communications which
may be usefully characterised from an information theoretic point of view, e.g. as in ‘predictive
coding/processing’ [16, 17] and closed-loop control [18, 19, 20, 21].

It will be concluded that information theoretic measures such as ‘mutual information’, coupled
with a decomposition into pragmatic, synchronic and energetic priors, have the potential to
provide powerful tools for unravelling the rich complexity of spoken language behaviour.
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