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Information theoretic features in speech typically measure the amount of information
being transmitted across different units. For example, syllable information density (ID), syllable
information rate (IR), and the amount of syllable reduction all help to quantify the amount of
information being transmitted over time. Across languages, there is evidence of a constant
information rate (~39 bits/s), which manifests as trade-offs between language-specific
information density and speech rate (Coupé 2019). Recently, information-theoretic approaches
have suggested that this information rate may also vary by producer: L1 speakers have higher
information rates, compared to a non-native L2 speakers (Bradlow, 2022). We expand on that
framework to further explore how information rates may also vary by audience, and the interplay
between the producer and the audience to achieve a common communication goal.

Producers use distinct speech styles or registers, depending on audience, environments, or
communicative goals. For example, we adopt a clear speech style when addressing non-native or
hearing-impaired adults, when speaking to infants or children, or when chatting with Siri. In this
position paper, we address three key challenges for an information theoretic account in
understanding how producers adapt to audience needs, with a focus on commonalities between
clear speech, infant-directed speech (IDS), and speech directed at AI systems.

One key finding in these three literatures is that adaptive speech emerges from the
dynamics of conversational interactions with each audience type. Speakers adjust their speech
over the course of a conversation to converge to their listeners’ communicative needs (Pardo et
al., 2017; Wagner et al., 2021). For example, both the pitch (Smith & Trainor, 2008; Nencheva et
al., 2021) and spectral properties (Lam & Kitamura, 2012) of IDS are well-tuned to infant
behaviour through the course of a conversational interaction, which, in turn, echoes research on
speech directed to AI systems (Thomason et al., 2013; Zellou et al., 2021). A first challenge to
integrate into information theoretical approaches is how to quantify efficient communication of
information amid time-sensitive conversational dynamics in these kinds of situations.

A second key finding is that adaptive speech is directly related to the producer’s intent
along a set of diverse and varied dimensions. For example, using clear speech (Smiljanic, 2021),
IDS (Wang et al., 2022), and speech to AI systems (Zellou et al., 2021) have all been linked to
improving intelligibility, yet each manifests in a different style. A second challenge for
information theoretic accounts is to consider which types of adaptations could effectively
enhance intelligibility and communicative efficiency across different audience types.

A third key finding is to understand how to quantify information beyond measures of
intelligibility, as producers have other para-linguistic aims in these scenarios such as: directing
attention (Fernald, 1989; Spinelli et al. 2017), learnability (Eaves et al., 2016), and conveying
non-verbal emotions (Benders, 2013) and social stances (Schachner & Hannon, 2011). A final
challenge for information theoretic accounts is to develop measures of communicative aims that
extend beyond intelligibility, into a broader concept of information transfer.

Text-to-speech systems may benefit from addressing these challenges. For example,
studies on robot voices find acceptability can depend on gender, naturalness or accent coupled
with robot appearance or task (Torre, 2020), speech style in an ambient context (Hughson, 2022),
vocal empathy for healthcare (James, 2020), or volume proportional to the distance to the
interlocutor (Fischer, 2021). An information theoretic framework will be essential to



conceptualize how AI speech systems should adapt simultaneously to non-linguistic contexts and
interlocutors, as well as the interplay between those adaptations.
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